Reading Comprehension Datasets



 CBT(Children’s Book Test): Predicting a blanked-out word of a
sentence given the 20 previous sentences

 CNN/DailyMail: cloze style questions, blanking out entities in
abstractive summaries. Fill in the entity based on the original
article

* BADbi: find a word to answer the question



* MCTest: 4 answer choices per question. need reasoning. small
 WikiQA: open-domain, sentence selection, small

* MS MARCO: real-world Bing/Cortana queries, real web docs,
10 passages each question, complete sentence answer
generated by human, unanswerable queries, large



SQUAD Dataset



Structure

* |large, enable data-driven model

e wiki articles, 500 articles, 20k paragraphs, 100k questions, a
wide range of topics



Structure

* high-quality, made by human
* answers are span/phrases within a sentence, not a single word
or sentence, no choices

* need to extract answer, harder than previous datasets



Collecting Process

crowdworkers give 5 questions and answers for each
paragraph

avoid using the same words/phrases as in the paragraph
encouraged to ask hard questions requiring reasoning

more close to real world scenario



* answer diversity

Questions

Answer type Percentage = Example

Date 8.9% 19 October 1512
Other Numeric 109% 12

Person 12.9%  Thomas Coke
Location 4.4%  Germany

Other Entity 15.3%  ABC Sports
Common Noun Phrase 31.8%  property damage
Adjective Phrase 3.9%  second-largest
Verb Phrase 5.5%  returned to Earth
Clause 3.7%  to avoid trivialization
Other 2.7%  quietly




Reasoning Description Example Percentage
Lexical variation Major correspondences between Q: What is the Rankine cycle sometimes called? 33.3%
(synonymy) the question and the answer sen- Sentence: The Rankine cycle is sometimes re-
tence are synonyms. ferred to as a practical Carnot cycle.
Lexical variation Major correspondences between Q: Which governing bodies have veto power? 9.1%
(world knowledge) the question and the answer sen- Sen.: The European Parliament and the Council of
tence require world knowledge to  the European Union have powers of amendment
resolve. and veto during the legislative process.
Syntactic variation  After the question is paraphrased Q: What Shakespeare scholar is currently on the 64.1%
into declarative form, its syntac- faculty?
tic dependency structure does not Sen.: Current faculty include the anthropol-
match that of the answer sentence ogist Marshall Sahlins, ..., Shakespeare scholar
even after local modifications. David Bevington.
Multiple sentence =~ There is anaphora, or higher-level — Q: What collection does the V&A Theatre & Per- 13.6%
reasoning fusion of multiple sentences is re- formance galleries hold?
quired. Sen.: The V&A Theatre & Performance gal-
leries opened in March 2009. They
hold the UK’s biggest national collection of
material about live performance.
Ambiguous We don’t agree with the crowd- Q: What is the main goal of criminal punishment? 6.1%

workers” answer, or the question
does not have a unique answer.

Sen.: Achieving crime control via incapacitation
and deterrence is a major goal of criminal punish-
ment.




Baseline

e candidate answer + sentence lexical feature

Exact Match Fl
Dev Test Dev Test
Random Guess 1.1% 1.3% 4.1% 4.3%
Sliding Window 13.2% 12.5% 20.2%  19.7%
Sliding Win. + Dist. 13.3% 13.0% 20.2%  20.0%
Logistic Regression 40.0% 404%  51.0% 51.0%
Human 80.3% 77.0% 90.5%  86.8%




End-to-End RC Solution
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Representation: BIRNN
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e e.g. Match-LSTM
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Multi-Iteration

e imitate human inference
* e.g. Memory Networks
o ReasoNet
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