
Reading Comprehension Datasets 



•  CBT(Children’s	Book	Test):	Predic6ng	a	blanked-out	word	of	a	
sentence	given	the	20	previous	sentences	

•  CNN/DailyMail:	cloze	style	ques6ons,	blanking	out	en66es	in	
abstrac6ve	summaries.	Fill	in	the	en6ty	based	on	the	original	
ar6cle	

•  BAbi:	find	a	word	to	answer	the	ques6on 



•  MCTest:	4	answer	choices	per	ques6on.	need	reasoning.	small	

•  WikiQA:	open-domain,	sentence	selec6on,	small	

•  MS	MARCO:	real-world	Bing/Cortana	queries,	real	web	docs,	
10	passages	each	ques6on,	complete	sentence	answer	
generated	by	human,	unanswerable	queries,	large 



SQuAD Dataset 



	Structure 

•  large,	enable	data-driven	model	
•  wiki	ar6cles,	500	ar6cles,	20k	paragraphs,	100k	ques6ons,	a	
wide	range	of	topics	



Structure 

•  high-quality,	made	by	human	
•  answers	are	span/phrases	within	a	sentence,	not	a	single	word	
or	sentence,	no	choices	

•  need	to	extract	answer,	harder	than	previous	datasets 



Collec6ng	Process 

•  crowdworkers	give	5	ques6ons	and	answers	for	each	
paragraph	

•  avoid	using	the	same	words/phrases	as	in	the	paragraph	
•  encouraged	to	ask	hard	ques6ons	requiring	reasoning	

•  more	close	to	real	world	scenario	



Ques6ons 

•  answer	diversity 





Baseline 

•  candidate	answer	+	sentence	lexical	feature 



End-to-End RC Solution 



Work	Flow 



Representa6on:	BiRNN 

•  char	level	&	word	level	&	sentence	level 



AZen6on 



•  e.g.	Match-LSTM	
•  							BiDAF	



Mul6-Itera6on 

•  imitate	human	inference	
•  e.g.		Memory	Networks	
•  									ReasoNet 



展望 

•  aZen6on匹配模型能否做得更复杂	
•  mul6-hop推理模型能否更深入	

•  处理更复杂的数据集	
•  外部世界知识的引入 
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