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Tasks	Defini4on 

	
•  Generate	images	that	meet	the	task	
requirements,	oWen	with	the	given	inputs	

•  ill-posed	mul4-modal	problem	
•  probabilis4c	one-to-many	mapping	



	 

•  Op4miza4on-based	

•  Feed-forward	network/Generator-based	

Two	Methods	for	Image	Genera4on	
Tasks 



Op4miza4on-based 

•  Use	DNN	features	to	define	losses.		
•  Use	gradient	descent	to	get	op4mal	image.	

•  easy,	flexible	
•  slow	inference 



Johnson	et	al.	Perceptual	Losses	for	Real-Time	Style	Transfer	and	Super-Resolu4on	



Generator-based/Genera4ve	model 

•  Train	a	generator	using	specific	losses	

•  need	large	training	data	
•  most	are	fast	in	the	inference	4me(exc.	
PixelCNN)	

•  adversarial	training	can	be	used 



Different	Losses 

•  L2(mean	square	error)/L1	loss	in	image	space	
•  Perceptual	loss/VGG	loss/Alex	loss	
•  General	adversarial	loss	
•  Condi4onal	adversarial	loss	



L2(mean	square	error)/L1	loss		
in	Image	Space 

	
•  low	noise,	smooth,	but	blurry	
•  changes	like	transla4on	is	not	well	expressed	
•  make	average/median	over	possible	answers	

•  L1	loss	a	liale	bit	less	blurry	



Ming-Yu	Liu	et	al.	CVPR	2017	GAN	Tutorial 



•  Indeed,	using	the	L2	loss	comes	from	the	
assump4on	that	the	data	is	drawn	from	a	
Gaussian	distribu4on,	and	works	poorly	with	
mul4modal	distribu4ons.	(Mathieu	et	al.	2016)	

•  Per-pixel	regression	treats	the	output	space	as	
“unstructured”	in	the	sense	that	each	output	
pixel	is	considered	condi4onally	independent	
from	all	others	given	the	input	image(Isola	et	al.	
2016)	



Perceptual	loss(VGG	loss/Alex	loss) 

•  Capture	high	level	features	using	a	pre-trained	
model	like	VGG	or	AlexNet,	then	measure	the	
distance	in	feature	space	

•  Convolu4onal	networks	provide	a	feature	
representa4on	with	desirable	proper4es.	They	
are	invariant	to	small	smooth	deforma4ons,	but	
sensi4ve	to	perceptually	important	image	
proper4es,	for	example	sharp	edges	and	
textures(Dosovitskiy	et	al.	2016)	



•  Lose	fine	details,	produce	ar4facts	not	natural	
or	photo-realis4c	

•  Since	feature	representa4ons	are	typically	
contrac4ve,	many	images,	including	non-
natural	ones,	get	mapped	to	the	same	feature	
vector(Dosovitskiy	et	al.	2016)	

 



Gatys	et	al.	2015b 



Ming-Yu	Liu	et	al.	CVPR	2017	GAN	Tutorial 



•  Why	are	generated	samples	blurry?	Difficult	to	
hand-craW	a	good	perceptual	loss	func4on	

•  Adversarial	loss	eliminates	the	need	of	hand-
craWing	objec4ve	func4ons	for	various	computer	
vision	problem.		

•  Forces	the	generated	images	to	be	
indis4nguishable	from	real	images.	This	is	
“exactly”	the	objec4ve	that	tasks	aim	to	op4mize.	



																					(Ledig	et	al.	CVPR’17) 



General	adversarial	loss 

Ming-Yu	Liu	et	al.	CVPR	2017	GAN	Tutorial 



•  Constrain	the	output	images	on	the	
natural(answer)	image	manifold	

•  Make	results	sharp	and	realis4c	
•  Denoise	and	get	rid	of	ar4facts	

•  Need	other	losses	to	explicitly	constrain	the	
input-output	rela4onship	

•  Adversarial	loss	is	difficult	to	train	and	unstable.		
MSE	loss	proved	to	be	useful	as	it	stabilizes	and	
accelerates	training 



Condi4onal	Adversarial	Loss 

•  Used	for	supervised	image	genera4on.	Give	
both	input	and	output	to	the	discriminator.	

	



Isola	et	al.		2016 



•  Not	only	make	outputs	sharp	and	natural,	but	
as	close	to	correct	answers	as	possible	
corresponding	to	the	input	

•  Actually	model	a	joint	distribu4on	

•  MSE	also	helps	training 



Generator	Architecture 

•  (conv	+)	deconv	(+	skip)	

•  mul4-scale 



DCGAN 

Radford	et	al.	2016 



•  (encoder+)decoder	
•  Skip	connec4on	to		preserve	the	high	
frequency	informa4on	

•  Kind	of	like	aaen4on 

Image	credit,	Isola	et	al.	2016 



LAPGAN:	Mul4-scale 

Denton	et	al.	2015	 



Result	Evalua4on 

•  No	good	quality	metrics	now	

•  PSNR/SSIM	prefer	MSE	
•  Human	evalua4on:		Amazon	Mechanical	Turk	
•  FCN	score:	use	pre-trained	seman4c	
segmenta4on	classifier	to	evaluate	the	
similarity	of	ground	truth	and	generated	
image	



Papers 



Unsupervised	representa4on	learning	with	
deep	convolu4onal	genera4ve	adversarial	

networks	
 

DCGAN	
Radford	et	al.		
ICLR,	2016	

arXiv:1511.06434 



•  Propose	a	class	of	architectures	that	make	
training	process	stable 





•  Use	trained	discriminator	as	unsupervised	
feature	extractor 



•  Inves4gate	the	learned	latent	space 





The	smooth	transi4on	shows	that	the	model	has	
learned	an	interes4ng	representa4on,	not	just	
memorizes	examples. 



Image	Transla4on 



Genera4ng	Images	with	Perceptual	Similarity	
Metrics	based	on	Deep	Networks 

DeePSIM	
	Dosovitskiy	et	al.		

NIPS,	2016	
arXiv:1602.02644 



•  Sum	up	3	kinds	of	losses	when	given		a	
supervised	learning	task	and	a	training	set	of	
input-target	pairs	{xi,	yi} 





•  “Since	feature	representa4ons	are	typically	
contrac4ve,	many	images,	including	non-
natural	ones,	get	mapped	to	the	same	feature	
vector.	Hence,	we	must	introduce	a	natural	
image	prior.” 



	
•  Adding	a	loss	in	the	image	space	stabilize	
adversarial	training 



Experiment1:	Autoencoder	with	
DeePSIM	Loss 

•  Actually	SE	and	L1	
loss	have	lower		
Euclidean	
reconstruc4on	
error,	which	shows	
that	Euclidean	
error	doesn’t	mean	
beaer	result	
quality. 





Experiment2:	VAE	with	DeePSIM	Loss 

•  	If	we	assume	that	the	decoder	predicts	a	
Gaussian	distribu4on	at	each	pixel,	then	it(log	
likelihood)	reduces	to	squared	Euclidean	error	
in	the	image	space.	

•  Replace	the	first	term	with	DeePSIM	
•  Just	like	VAE-GAN 





Experiment3:	Invert	AlexNet	with	
DeePSIM	Loss 



Photo-Realis4c	Single	Image	Super-Resolu4on	
Using	a	Genera4ve	Adversarial	Network 

SRGAN	
Ledig	et	al.		
ECCV,	2016	

arXiv:1609.04802 



•  Use	VGG	loss	+	general	adv	loss	for	the	SR	
problem	

•  Compare	4	kinds	of	experiement	loss:	
				SRResNet(MSE	loss)	
				SRResNet-VGG(VGG	loss)	
				SRGAN-MSE(MES+adv)	
				SRGAN(VGG+adv)	



Architecture 





Johnson	et	al.	ECCV	2016 





Image-to-Image	Transla4on	with	Condi4onal	
Adversarial	Networks 

Pix2Pix	
Isola	et	al.		
CVPR,	2017	

arXiv:1611.07004 



•  General	purpose	supervised	image	to	image	transla4on	
•  Using	condi4onal	GAN	

	

•  Beneficial	to	mix	the	GAN	objec4ve	with	a	more	tradi4onal	
loss,	and	L1	encourages	less	blurring	than	L2	

•  The	generator	simply	learned	to	ignore	the	input	noise(is	an	
important	ques4on	leW	open	for	future) 



Generator	Architecture:	Unet 
•  “Such	a	network	requires	

that	all	informa4on	flow	
pass	through	all	the	layers,	
including	the	boaleneck.	
For	many	image	transla4on	
problems,	there	is	a	great	
deal	of	low-level	
informa4on	shared	
between	the	input	and	
output,	and	it	would	be	
desirable	to	shuale	this	
informa4on	directly	across	
the	net.” 



Discriminator	Architecture:	PatchGAN 

•  “Although	L2/L1	losses	fail	to	encourage	high	frequency	crispness,	in	many	
cases	they	nonetheless	accurately	capture	the	low	frequencies.	For	
problems	where	this	is	the	case,	we	do	not	need	an	en4rely	new	
framework	to	enforce	correctness	at	the	low	frequencies.	L1	will	already	
do.	

	
•  This	mo4vates	restric4ng	the	GAN	discriminator	to	only	model	high-

frequency	structure,	relying	on	an	L1	term	to	force	low-frequency	
correctness.	In	order	to	model	high-frequencies,	it	is	sufficient	to	restrict	
our	aaen4on	to	the	structure	in	local	image	patches.	Therefore,	we	design	
a	discriminator	architecture	–	which	we	term	a	PatchGAN	–	that	only	
penalizes	structure	at	the	scale	of	patches.	This	discriminator	tries	to	
classify	if	each	NxN		patch	in	an	image	is	real	or	fake.	We	run	this	
discriminator	convolu4onally	across	the	image,	averaging	all	responses	to	
provide	the	ul4mate	output	of	D.”	



	
•  “N	can	be	much	smaller	than	the	full	size	of	the	image	and	

s4ll	produce	high	quality	results.	This	is	advantageous	
because	a	smaller	PatchGAN	has	fewer	parameters,	runs	
faster,	and	can	be	applied	on	arbitrarily	large	images.	

	
•  Such	a	discriminator	effec4vely	models	the	image	as	a	

Markov	random	field,	assuming	independence	between	
pixels	separated	by	more	than	a	patch	diameter.	This	is	the	
common	assump4on	in	models	of	texture.	Our	PatchGAN	
can	therefore	be	understood	as	a	form	of	texture/style	
loss.” 



Experiments 

•  Different	losses	
•  Different	architectures	
•  Human	evalua4on	
•  Segmenta4on	task 



Losses 



Generator	Architecture 



Discriminator	Architecture 



Seman4c	Segmenta4on 



•  “Condi4onal	GANs	appear	to	be	effec4ve	on	
problems	where	the	output	is	highly	detailed	
or	photographic,	as	is	common	in	image	
processing	and	graphics	tasks.	

•  For	vision	problems,	the	goal	(i.e.	predic4ng	
output	close	to	ground	truth)	may	be	less	
ambiguous	than	graphics	tasks,	and	
reconstruc4on	losses	like	L1	are	mostly	
sufficient.” 



Unpaired	Image-to-Image	Transla4on	
using	Cycle-Consistent	Adversarial	Networks 

CycleGAN	
Zhu	et	al.		

arXiv:1703.10593 



•  General	purpose	unsupervised	image	to	image	
transla4on	

•  Using	cycle	consistency	constraint	
•  Achieve	bi-direc4on	transla4on 



•  geung	paired	dataset	is	difficult	and	expensive	
•  Assume	there	is	some	underlying	rela4onship	
between	the	domains	–	for	example,	that	they	
are	two	different	renderings	of	the	same	
underlying	world	–	and	seek	to	learn	that	
rela4onship.	



•  General	adv	loss	can’t	constrain	the	input-
output	rela4onship	and	results	in	mode	
collapse	



•  General	adv	loss	can’t	constrain	the	input-
output	rela4onship	and	results	in	mode	
collapse	

•  Solu4on:	cycle-consistency 



•  Autoencoder	view:	AE	with	a	meaningful	
intermediate	representa4on	

•  Dual	learning	view:	DualGAN 





•  Training	tricks:	
•  LSGAN	loss	

•  	Using	a	history	of	generated	images(Shrivastava	
et	al.) 



Experiments 

•  Comparison	with	Other	Approaches	
•  Analysis	of	the	Loss	Func4on	
•  Comparison	with	Neural	Style 



Comparison	with	Other	Approaches 

•  Unable	to	achieve	compelling	results	with	any	other	
approach 



Analysis	of	the	Loss	Func4on 



Comparison	with	Neural	Style 



•  “Handling	more	varied	and	extreme	
transforma4ons,	especially	geometric	
changes,	is	an	important	problem	for	future	
work.”	

•  “Integra4ng	weak	or	semi-supervised	data	
may	lead	to	substan4ally	more	powerful	
translators.” 



Video	Predic4on 



Deep	mul4-scale	video	predic4on	beyond	
mean	square	error 

Mathieu	et	al.		
ICLR	2016	

arXiv:1511.05440 



Task	Defini4on 

•  Given	fixed	number	of	input	frames,	predict	
fixed	number	of	output	frames 



Architecture 

Mul4-scale	model	tackles	long-range	dependency	of	pixels	

 



Losses 

•  Condi4onal	adv	loss	

•  Lp	loss	to	stabilize	adv	training	

•  GDL(Gradient	Difference	Loss):	sharpness	





Unsupervised	Learning	of	Visual	Structure	
Using	Predic4ve	Genera4ve	Networks 

	Loaer	et	al.		
arXiv:1511.06380 



Architecture	&	Loss 

•  A	variable	number	of	frames	as	input	
•  Condi4onal	adv	+	MSE 





•  “Most	notably,	the	AL/MSE	model	has	learned	
that	faces	contain	conspicuous	eyes	and	ears,	
which	are	largely	omiaed	by	the	MSE	model.		

•  When	the	AL/MSE	model	does	make	mistakes,	
it’s	oWen	through	genera4ng	faces	that	notably	
look	realis4c,	but	seem	slightly	inconsistent	with	
the	iden4ty	of	the	face	in	the	preceding	frames.	
This	can	be	seen	in	the	second	row	in	the	right	
panel	of	Figure	3.		

•  Weigh4ng	AL	higher	exaggerates	this	effect.		
•  One	would	hope	that	the	discriminator	would	be	
able	to	discern	if	the	iden4ty	changed	for	the	
proposed	rotated	view,	but	interes4ngly,	even	
humans	struggle	with	this	task.” 





Photo	Edi4ng 



Genera4ve	Visual	Manipula4on	
on	the	Natural	Image	Manifold 

iGAN		
Zhu	et	al.	
ECCV	2016		

arXiv:1609.03552 



•  Common	photo	edi4ng	tools		can	achieve	
impressive	results	in	the	hands	of	an	expert,	
but	when	these	types	of	methods	fail,	they	
produce	results	that	look	nothing	like	a	real	
image.	

•  This	paper	proposes	to	constrain	the	edited	
image	on	the	natural	image	manifold	by	
model	the	manifold	with	GAN 



Natural	Image	Manifold 

•  Train	DCGAN	in	a	set	of	natural	images	
•  Then	all	the	edi4ng	can	operate	in	the	latent	
space	

•  AWer	you	have	trained	the	GAN,	you	can	start	
edi4ng.	



Photo	Edi4ng	Step1 
•  We	refer	the	generator	of	DCGAN	as	G	
•  Find	the	latent	code	of	the	given	image,	via	
combina4on	of	feed-forward	network	and	
op4miza4on-based	genera4on	

•  L	corresponds	to		a	weighted	combina4on	of	raw	
pixels	and	conv4		features	extracted	from	
AlexNet 





Step2 

•  find	new	latent	code	sa4sfying	user	
requirements	and	is	close	to	original	latent	
code	via	op4miza4on-based	genera4on 





Step3 

•  Edit	transfer:	apply	the	same	adjustment	to	
the	original	image	by	op4cal	flow	method	with	
interpola4on	in	the	latent	space	between	z0	
and	z1 





•  Start	edi4ng	from	a	white	board 



Thanks!	
Related	Works	for	Further	Reading 



•  Gatys	et	al.	A	Neural	Algorithm	of	Ar4s4c	Style	
•  Johnson	et	al.	Perceptual	Losses	for	Real-Time	
Style	Transfer	and	Super-Resolu4on	

•  CGAN	
•  LAPGAN	
•  VAE-GAN	
•  DualGAN	
•  IAN 


